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Chromatography-based Quantification 

 Freely-available, and vendor neutral 

 

 SRM 

 MS1 chromatogram extraction 

 Targeted MS/MS (PRM) 

 DIA / SWATH 

 

Acquisition Targeted Survey 

More Selective Targeted-MS/MS DIA 

Less Selective SRM MS1 



DIA Chromatogram Extraction 

 How many chromatograms to make DIA interesting? 

 

 10,000 peptides? (50,000+ transitions) 

 Whole proteome? (500,000+ transitions) 

 

 Hypothesis driven inquiries? 

 

 “Kind of defeats the purpose of SWATH”? 



DIA Fit-for-Purpose 

 Discovery Proteomics 

 Systematic acquisition without missing data 

 Petpide searching tools less mature than DDA 

 Chimeric spectra hard to search 

 

 Targeted Proteomics 

 High level of multiplexing without scheduled acquisition 

 Ability to test new hypotheses after acquisition 

 Gain selectivity over MS1 

 Lose selectivity from SRM and PRM 



DIA versus SRM Multiplexing 

 SRM 

 100 transitions unscheduled 

 20-30 peptides label-free 

 10-15 peptides with labeled pairs 

 DIA 

 Unlimited 

 

 Problems with scheduling 

 Shifts in chromatography can compromise measurement 

 Add setup time and complexity 

 More susceptible to human error 



Truncated and Missing Peaks 
TGTNLMDFLSR 



DIA versus SRM Files and Performance 

 SRM 

 Size: 5 to 20 MB 

 Import time: seconds to a few minutes 

 DIA 

 Size: 200 MB to 4000 MB (with IMS 2000 to 8000 MB) 

 Import time: 30 seconds to tens of minutes 

 



DIA versus SRM 50 Runs 

 SRM 

 Size: 0.5 GB 

 Import time: 10 minutes 

 DIA 

 Size: 100 GB 

 Import time: 6 hours 

 

 

 100x Storage and Performance Impact 
 



Chorus For Mass Spec File Storage 

9 

In Beta Release 

for 12 months 

>1 TB Downloaded 

per Month 

 Google Docs-like interface 

 Lab-centered security model 

 Raw data file storage 

 Upload as acquired 

 Translated into distributed data structure 

 Massively parallel cloud data access 

 Fast chromatogram extraction 

 Fast single spectrum access 

 Scalable 



Using a Distributed Data Structure 

Traditional Data file storage 

• Fast to get a spectrum 

• Slow to get a chromatogram 

Chorus Data Storage 

• Random access to the file 

• Many processes can be 

used to extract many 

chromatograms/spectra 

using MapReduce 



Skyline Direct Access to Chorus 



Performance Tests Systems 

 Desktop 
 CPU: i7@3.5 GHz (7.8) 

 RAM: 16 GB (7.8) 

 Drive: SSD (7.9) 

 

 Laptop 
 CPU: i7@1.8 GHz (6.9) 

 RAM: 8 GB (7.6) 

 Drive: SSD (8.65) 



Performance Tests Networks 

 University of Washington 
 Download: 93.76 Mb/s 

 Upload: 94.11 Mb/s 

 

 Verizon 
 Download: 44.37 Mb/s 

 Upload: 6.15 Mb/s 

 

 Baltimore Hilton 

 Download: 11.76 Mb/s 

 Upload: 6.34 Mb/s 



Data Import Performance 
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Data Import Performance 
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Full Scan Spectrum View 



Exploring MS1 Scans 



Exploring MS/MS Scans 



Exploring Ion Mobility MS/MS Scans 



Exploring Ion Mobility MS/MS Scans 



Imagine 

 Files automatically posted to Chorus 

 Fast chromatogram extraction to Skyline 

 Sharable Skyline documents 

 Reprocess data on a laptop without download 

 Spectrum access from anywhere 

 More processing and viewing options on Chorus 

 Processed Skyline documents on Panorama 

 

 Integrated systems: Chorus, Skyline and Panorama 
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